RML is a prototypical call-by-value functional language with state [2], which may be viewed as the canonical restriction of Standard ML to ground-type references. This talk will be about the decidability of observational equivalence of finitary RML, which is based on finite ground types and uses iteration instead of recursion.

Recall that two terms $\Gamma \vdash M, N : \theta$ are observationally (or contextually) equivalent, written $\Gamma \vdash M \equiv N$, if they are interchangeable in all program contexts without causing any observable difference in the computational outcome. Observational equivalence is a compelling notion of program equality, but it is hard to reason about because of the universal quantification over program contexts. Our ultimate goal is to completely classify the decidable fragments of finitary RML, and characterise each fragment by an appropriate class of automata. In the case of finitary Idealized Algol [21] – the call-by-name counterpart of RML – the decidability of observational equivalence depends on the type-theoretic order of the terms. By contrast, the decidability of RML terms is not neatly characterised by order: there are undecidable fragments of terms-in-context of order as low as 2 [16], amidst interesting decidable fragments at each of orders 1 to 4. In this talk we shall present the latest results regarding the observational equivalence problem for finitary RML, which – combined with prior work – yield a decidability classification for closed terms $\vdash M : \theta$.

Earlier work [6], [12] has established decidability for the following cases of $\theta$, which we summarise below, where $\beta$ is a base type (i.e. unit or int; note that in finitary RML the type int has finitely many values).

<table>
<thead>
<tr>
<th>Paper</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[6]</td>
<td>$\beta \rightarrow \cdots \rightarrow \beta$</td>
</tr>
<tr>
<td>[12]</td>
<td>$(\beta \rightarrow \cdots \rightarrow \beta) \rightarrow \beta$</td>
</tr>
</tbody>
</table>

Note that the first case ranges over all first-order types and the second one concerns the simplest second-order type. Because [6] also establishes undecidability for the second-order type (unit $\rightarrow$ unit) $\rightarrow$ unit $\rightarrow$ unit and the simplest third-order type ((unit $\rightarrow$ unit) $\rightarrow$ unit) $\rightarrow$ unit, as far as closed terms are concerned, the only unclassified cases are second-order types of the shape $\beta \rightarrow \cdots \rightarrow \beta \rightarrow (\beta \rightarrow \cdots \rightarrow \beta) \rightarrow \beta$.

Our main contribution concerns the closed terms of type of the shape $\beta \rightarrow (\beta \rightarrow \cdots \rightarrow \beta) \rightarrow \beta$ and relates their observational equivalence problem to the reachability problem for extended branching vector addition systems with states (EBVASS) [14], whose decidability status is, to our knowledge, unknown. Our result applies not only to closed terms but also to a fragment RML_{EBVASS} [8] in which free variables are subject to certain type constraints. The main result is thus the following.

**Theorem 1.** Observational equivalence for the terms-in-context in RML_{EBVASS} is recursively equivalent to the reachability problem for extended branching vector addition systems.

Our second result is that the reachability problem for reset vector addition systems with states [3] is reducible to the observational equivalence of closed terms of type $\beta \rightarrow \beta \rightarrow (\beta \rightarrow \beta) \rightarrow \beta$. It follows that the observational equivalence of closed terms of all of the remaining types, i.e., where $m, n \geq 2$, is undecidable.

In the following, we discuss the key ideas behind the main results. Like the earlier results [6], [12], we appeal to the game semantics of RML [2], [10], which is fully abstract, i.e., the equational theory induced by the semantics coincides with observational equivalence. In game semantics [1], [13], player P takes the viewpoint of the term-in-context, and player O takes the viewpoint of the program context or environment. Thus a term-in-context, $\Gamma \vdash M : \theta$ with $\Gamma = x_1 : \theta_1, \cdots, x_n : \theta_n$, is interpreted as a P-strategy $[\Gamma \vdash M : \theta]$ in the prearena $[\theta_1, \cdots, \theta_n \vdash \theta]$. A play is a sequence of moves, made alternately by O and P, such that each non-initial move has a justification pointer to some earlier move. Thanks to the fully abstract game semantics of RML [2], [10], observational equivalence is characterised by complete plays, i.e., $\Gamma \vdash M \equiv N$ holds iff the respective P-strategies, $[\Gamma \vdash M : \theta]$ and $[\Gamma \vdash N : \theta]$, contain the same set of complete plays. Strategies may be viewed as highly constrained processes, and are amenable to automata-theoretic representations. The main technical challenge, however, lies in the encoding of the justification pointers of the plays.

In recent work [5], [6], we considered finitary RML terms of first-order type. To represent the plays in the game semantics of such terms, we need to encode O-pointers (i.e. justification pointers from O-moves), which is tricky, because O-moves are controlled by the environment rather than the term. It turns out that the game semantics of these terms are representable as nested data class memory automata (NDCMA) [7], which are a variant of class memory automata [4] whose data values exhibit a tree structure, reflecting the tree structure of the
<table>
<thead>
<tr>
<th>Type</th>
<th>Automata / Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta \to \cdots \to \beta$</td>
<td>NDCMA / decidable [6], [11]</td>
</tr>
<tr>
<td>$(\beta \to \cdots \to \beta) \to \beta$</td>
<td>VPA / decidable [12]</td>
</tr>
<tr>
<td>$\beta \to (\beta \to \cdots \to \beta) \to \beta$</td>
<td>EBVASS (this paper)</td>
</tr>
<tr>
<td>$(\beta \to \beta) \to (\beta \to \beta) \to \beta$</td>
<td>Undecidable (this paper)</td>
</tr>
<tr>
<td>$((\beta \to \beta) \to \beta) \to \beta$</td>
<td>Undecidable [6]</td>
</tr>
</tbody>
</table>

Fig. 1: Classification of finitary RML closed terms wrt decidability of the observational equivalence problem.

Because of the type constraints, a play (in the strategy denotation) of a term in $\text{RML}_{\text{EBVASS}}$ may be viewed as an interleaving of “visibly pushdown” threads, subject to the global well-bracketing condition. In order to model such plays, we introduce visibly pushdown class memory automata (VPCMA), which naturally augment class memory automata with a stack and follow a visibly pushdown discipline, but also add data values to the stack so that matching push- and pop-moves must share the same data value. To give a clear representation of the game semantics, we introduce a slightly variant of VPCMA with a run-time constraint on the words accepted, called $\text{scoping VPCMA}$ (SVPCMA). This constraint prevents data values from being read once the stack element that was at the top of the stack when the data value was first read in the run has been popped off the stack. Although these two models are expressively different, they have equivalent emptiness problems.

Unlike in class memory automata (CMA), weakness\(^2\) does not affect the hardness of the emptiness problem for VPCMA, as the stack can be used to check the local acceptance condition. However, like CMA, weakness does help with the closure properties of the languages recognised. The closure properties of these automata are the same as for normal CMA [6]: weak deterministic VPCMA are closed under union, intersection and complementation; similarly for SVPCMA. We show that the complete plays in the game semantics of each $\text{RML}_{\text{EBVASS}}$ term-in-context are representable as a weak deterministic SVPCMA. Thanks to the closure property of SVPCMA, it then follows that $\text{RML}_{\text{EBVASS}}$ observational equivalence is reducible to the emptiness problem for VPCMA.

Finally and most importantly, we show that the emptiness problem for VPCMA (equivalently for SVPCMA) is equivalent to the reachability problem for extended branching VASS (EBVASS) [14], the decidability of which remains an open problem. In particular, reachability in EBVASS is a harder problem than the long-standing open problem of reachability in BVASS (equivalently, provability in multiplicative exponential linear logic) [9], which is known to be non-elementary [15].

In summary, the results complete our programme to give an automata classification of the ML types with respect to the observational equivalence problem for closed terms of finitary RML. Our findings are summarised in Figure 1.

**Related work:** Automata over an infinite alphabet (specifically, pushdown register automata) have also been applied to game semantics [19], [20] for a different purpose, namely, to model generation of fresh names in fragments of ML [20] and Java [18]. When extended with name storage, observational equivalence of terms-in-context with types in $\text{RML}_{\text{EBVASS}}$ becomes undecidable [20]; in particular, this is already the case for closed terms of type $\text{unit} \to \text{unit} \to \text{unit}$.
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