1 Introduction

Query evaluation is a fundamental task in databases and a vast literature is devoted to the complexity of this problem. Given a database $D$ and a query $q$ the goal is to compute the set $q(D)$ of all solutions for $q$ over $D$. Unfortunately, the set $q(D)$ might be way bigger than the database itself as the number of solutions could be exponential in the arity of the query. It can therefore be unrealistic to compute all solutions, even for small queries. One could imagine many scenarios to overcome this situation. We could for instance only want to compute the number of solutions or just compute the $k$ most relevant solutions relative to some ranking function.

We consider here the complexity of the enumeration of the set $q(D)$, i.e. generating one by one all the solutions for $q$ over $D$. In this context two parameters play an important role. The first one is the preprocessing time, i.e. the time it takes to produce the first solution. The second one is the delay, i.e. the maximum time between the output of any two consecutive solutions. An enumeration algorithm is then said to be efficient if these two parameters are small. For the delay, the best we can hope for is constant time: depending only on the query and independent from the size of the database. For the preprocessing time an ideal goal would be linear time: linear in the size of the database with a constant factor depending on the query. When both are achieved we say that the query can be enumerated with constant delay after linear preprocessing.

2 Previous work

Constant delay enumeration after linear preprocessing cannot be achieved for all queries. However, for restricted classes of queries and databases several efficient enumeration algorithms have been obtained. This is the case for instance for first-order (FO) queries over graphs with bounded degree [2, 5], monadic second-order (MSO) queries over databases with bounded tree-width [1, 7] and FO queries over databases with bounded expansion [6]. Bounded expansion is a large class of databases as it contains in particular all structures excluding at least one minor (planarity, bounded tree-width etc.) and all structures of bounded degree [9].

In some scenarios only pseudo-linear preprocessing time has been achieved. A query can be enumerated with constant delay after a pseudo-linear preprocessing time if for all $\epsilon > 0$ there exists an enumeration procedure with constant delay and preprocessing time in $O(\|D\|^{1+\epsilon})$. This is the case for FO queries over databases with low degree [3].

A special case of enumeration is when the query is boolean. In this case the preprocessing computes the answer to the query. In order to be able to enumerate queries of a given language efficiently, it is therefore necessary to be able to solve the boolean case efficiently.

It has been shown recently that boolean FO queries could be computed in pseudo-linear time over nowhere dense graphs [4]. Nowhere dense is an important class of graphs generalizing...
bounded expansion \cite{nevsetrlilqed}. Amongst classes of graphs closed under sub-graphs, Nowhere dense is the largest possible class enjoying efficient evaluation for FO queries \cite{kreutzerdawar}.

It’s a major open problem to show that over nowhere dense graphs the boolean case can be extended to a constant delay enumeration for FO queries of higher arities.

We made one step towards solving this problem, extending the bounded expansion result to graphs having local bounded expansion. Local bounded expansion lies strictly between bounded expansion and nowhere dense. It contains for instance all graphs having local bounded tree-width, or excluding locally a minor.

3 Our results

Our main contributions, proved in \cite{vignychegsoufin} are the two following theorem.

**Theorem 1.** The enumeration of first-order query over class of graphs with local bounded expansion can be done with constant delay, after pseudo-linear preprocessing. Moreover the output tuples are given in lexicographical order.

**Theorem 2.** Let \( C \) be a class of graphs with local bounded expansion and \( q(\pi) \) be a first-order query. Then for all graph \( G \) in \( C \), we can compute \( |q(G)| \) in pseudo-linear time.
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